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Abstract

Entity extraction software is typically evaluated based on the widely-accepted accuracy metrics of precision, recall, and F-measure. These metrics are certainly useful but limited in their scope. Additional factors including the types of errors, the cost of different error types, the facility of making changes to the system, and the efficiency of the system compared to human tagging should also be incorporated when evaluating entity extraction software. This paper illustrates the need for these additional factors and demonstrates how they can be implemented in evaluation.

1 Introduction

Natural language processing systems, including entity extraction tools, are typically evaluated using the metrics of precision, recall, and F-measure. Precision measures the proportion of extracted entities that are, in fact, entities; recall measures the proportion of actual entities in the data that are successfully extracted by the software; F-measure represents a weighted mean of precision and recall.

While it is certainly useful to identify accuracy metrics that can be uniformly applied across systems, as Powers (2011) notes, there is bias inherent in these metrics. For example, these metrics exclude the classification of negatives (ie., true negative rate, which represents the proportion of real negative instances that are correctly identified as negative, and true negative accuracy, which represents the proportion of instances identified by the software as negative that are, in fact, negative), which can have a disproportionate cost given a skewed distribution. For example, if there are many more negative instances in the data than positive, a high recall score will be misleading without the additional inclusion of the true negative rate. Additionally, as Chincor et al. (1993) notes, F-measure assumes a uniform cost across error types, and for many entity extraction users this is not the case. For example, it may be far worse for a user to miss the extraction of a person name than to extract a string that isn’t a person name. For the same user, this may only apply to person names, with precision being favored for other entity types. F-measure can be weighted to prioritize recall over precision, but the beta value is uniform across entity types and subtypes, attributes, data types, etc. and may not accurately reflect the needs of the user.

It is also useful when assessing entity extraction software performance to consider the error itself. An extracted entity that is clearly incorrect may be less problematic than an extracted entity that is wrong but not obviously so; the latter is more likely to slip through the cracks of quality control. Moreover, the ease with which users can modify the extraction engine in response to identified errors is an important factor to consider as well. Errors that occur in a tool that allows users to quickly update extraction rules are less problematic than errors that arise from closed tools or tools that require significant technical expertise to modify.

Finally, it is important to consider the accuracy of human evaluators when assessing the accuracy of NLP software. In the MUC-3 evaluation, Chincor et al. (1993) found that well-trained human evaluators agreed in their document tagging at a rate of about 90%, and required several days to complete the manual tagging of 100 documents (p. 418). The values of precision and recall assigned to a software system will show variability correspondent to this human evaluator variability.

A comprehensive assessment of the effectiveness and efficiency of entity extraction
software should evaluate accuracy metrics, error type and cost, and level of effort to fix problems. This paper demonstrates how these measures can be applied to an assessment of PERSON entity extraction.

2 Rosoka Software PERSON Extraction

Entity extraction systems should be evaluated based on how accurate the output is, how easily the errors can be identified post-extraction, and the level of effort required to improve the system based on the errors. The current demonstration uses a corpus of customer data to assess these factors for Rosoka Software’s extraction of person names.

Rosoka Extraction is a multilingual entity and relationship extraction tool. It extracts the names of people—among other entities—from unstructured text documents, and provides both surname and pronominal anaphora resolution. For example, if the name in a text is Kelly Enochson, the tool will extract this as PERSON with the attributes given_name="kelly" and sur_name="enochson", and will recognize that Dr. Enochson, Enochson, and she are all references to that same entity. Names that tend to be in different formats, such as Asian names in the format Surname Given name, and bibliographic references in the format Surname, Given name, will also be extracted via complementary rules in Rosoka’s extraction engine.

The data used for this demonstration come from a corpus of customer data consisting of 61,394 news documents in English. The documents were processed using Rosoka Extraction Series 5. From these documents, 873,852 total PERSON entities were extracted, of which 205,726 were unique PERSON entities. Each instance of an extracted PERSON entity was vetted by a computational linguist for accuracy. Of the 873,852 extracted instances, Rosoka Extraction was correct 855,156 times, corresponding to a precision score of 97.86 and an error of 2.139, well above the inter-rater reliability reported in Chincor et al. (1993). Because the time required to manually tag this quantity of data is prohibitive, recall metrics are not available.

The most common extraction errors among these data fell into two categories: identifying two different names separated by a comma as a PERSON in the format surname, given name, as shown in Figure 1, and extracting only one part of a larger person name, as shown in Figure 2. In Figure 1 the name Amrozi is a single name alias that the software erroneously identified as a given name in this context. In Figure 2 the name Matori Abdul Djalali is extracted correctly, but the subsequent anaphoric reference Dalali is extracted as a separate person.
Figure 1: Two names separated by a comma.

Figure 2: Partial name extraction.

These two error types account for 14,498 of the 18,696 errors, or 77.5% of the total errors. Rosoka Software allows users to modify the knowledge base (including the ontology, rules, lexicons, etc.) to effect changes to extraction results. Making the necessary changes to remedy the two types of errors described here involves modifying two rules, one to include a Boolean NOT parameter, and one to reassign given name and surname attributes so names like that in (2) are extracted via surname anaphora resolution. Figure 3 shows the NOT parameter in lines 72 and 79. Figure 4 shows attribute assignment in lines 38 and 39. Identifying the problematic rules, making changes, and testing the results takes about 15 minutes, and amounts to a data change, not a code change. The system does not need to be recompiled, although the documents do need to be reprocessed. Once these changes are implemented, the precision score increases to 99.5.
Figure 3: Adding a NOT parameter.

Figure 4: Assigning attributes.
The rules are written to extract as efficiently as possible across a wide range of data types, topics, and languages. These changes serve to tune the out-of-the-box rules to the specific data in this use case.

In addition to the minimal effort required to effect changes improving extraction results, it is also important to note that the extraction errors in this dataset tend to be obvious errors that are likely to be identified by an analyst or post-extraction quality control procedures. For example, incorrectly identified PERSON entities like “Tuesday Trump” are clearly incorrect, allowing them to be easily caught and fixed in the system.

3 Conclusion

Entity extraction software is typically evaluated based on the metrics of precision, recall, and F-measure. This paper argues that, while these metrics can be useful, there are additional meaningful factors that should be evaluated as well. Software that can be easily modified and customized allows users to fix errors as they are identified. Software that produces errors that are easily identified allows users to evaluate results efficiently and implement necessary changes more effectively. The speed with which entity extraction software can process documents likely makes the software far more efficient than using analysts or linguists to manually tag documents. Human accuracy is demonstrated to be around 90% (Chincor et al, 1993), so software that performs at an equal or higher accuracy level than this is more effective and efficient than human performance. When comparing two disparate extraction systems, measuring precision, recall, and F-measure is likely to be meaningless. A more meaningful approach is to measure the level of effort required to modify the out-of-the-box product to suit a specific use case. For example, how much time, what level of skill and training, and how many support hours are necessary to add a new entity type? As this paper demonstrates, a tool that can be quickly and easily modified based on customer data will require relatively little effort to effect demonstrable changes in accuracy and effectiveness.
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